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IT improvement plan to the end of 2021
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Foundations

• Change management

• Severe Service Disruption process

• Culture change

• Information sharing



SSD agenda

1. Introductions

2. What is the situation from the end user point of view?

3. What has changed since the last meeting?

4. What are the possible causes?

5. What options do we have?

6. What option will we try?

7. How long will it take before we know whether it worked?

8. What comms do we need to issue?

9. When is the next meeting and who needs to attend?





The IT-Wiki



Informatics Monthly Service Review Pack
September 2022

SSD Trending

Month SSD 2019 SSD 2020 SSD 2021 SSD 2022

Jan 10 15 8 3

Feb 14 10 10 6

Mar 13 12 10 0

Apr 9 6 8 5

May 6 13 8 3

Jun 11 9 6 4

Jul 13 13 4 4

Aug 16 24 5 5

Sep 7 20 6 6

Oct 16 9 10

Nov 13 13 11

Dec 23 9 2

Tota l 151 153 88 36

SSD Count By Primary Resolver

Infrastructure Development Team

Thirdy PartyDedalus Third Party IBM/Merative

0

5

10

15

20

25

30

Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec

SSD Count

SSD 2019 SSD 2020 SSD 2021 SSD 2022



Informatics Monthly Service Review Pack 2022

Severe Service Disruptions Trending

Month
SSD 

2019
SSD 
2020

SSD 
2021

SSD 
2022

Jan 10 15 8 3

Feb 14 10 10 6

Mar 13 12 10 0

Apr 9 6 8 5

May 6 13 8 3

Jun 11 9 6 4

Jul 13 13 4 4

Aug 16 24 5 5

Sep 7 20 6 6

Oct 16 9 10 4

Nov 13 13 11 4

Dec 23 9 2 3

Total 151 153 88 47









What happened

VMware vSphere Update 3

During rollback to a U2 systems failed

Where backups existed they were lost or corrupted, data was overwritten

26 systems were adversely impacted



ESX Clusters



Mid level overview



Timeline - 2021

5 Oct – Release available

25 Oct – S&WB CAB

27 Oct – Applied update

9 Nov – Advised to roll back

30 Nov – Rollback starts and fails





Severe Service Disruption



Severe Service Disruptions

NOT A "MAJOR INCIDENT" NOT A "TECHNICAL BRIDGE" RESTORING CUSTOMER 
ABILITY TO WORK FOCUSSED



What we did

Start the SSD process – Quickly 

became a Major Incident

Tell one story

Reach out to peers

Call in the experts

Alert the ICO





Tracking



Spreadsheet columns - customer

> Clinical Area 

> Service 

> Vendor 

> Clinical impact

> Next expected update

> Server Built 

> Application Applied > Data Restored from Date > Tested > Service Status > Last data 
backup >

Update  > RFC Number >

Application restore required > Server rebuild required/resource >

Database restore required/resource > System recovery actions



Spreadsheet columns - IT

> Server Built 

> Application Applied

> Data Restored from Date 

> Tested 

> Service Status 

> Last data backup 

> Update  

> RFC Number 

> Application restore required 

> Server rebuild required/resource 

> Database restore required/resource 

> System recovery actions



Good stuff

We told everyone

We asked for help

We kept the end user informed

We got an independent audit of cause, impact, process and people



Medisoft and opthalmology

- Loss of systems – backup corrupted

- Different impact depending on specialism

- Data Recovery was of the structured records – free text narrative lost

- Medisoft re-engineered records



What worked 
well

Our processes - SSD

Our behaviour

Our cloud based systems

Our WiKi

Supplier management

Medisoft



20% of global customer were impacted

There are companies dedicated to restoring lost 
data from the supplier

We needed to make sure that we 

followed the manual completely and 

we use the service at our own risk

What 
we knew



External recommendations

- Test your business continuity exercises

- Review change management policies with regards to risks and rollbacks

- Review back-up strategies

- Carry on with cloud investment plans

- Review contact details with all suppliers

- Get some more substantive staff



Finally

- We got our response from the ICO

- The clinicians worked amazingly through the adversity

- Medisoft were amazing

- We continue to move services to the cloud

- Our culture and our people have changed



Personal impact



Thanks. Any questions
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